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Single GPU failure may require restarting the entire training job
● 54 days training  —  466 job interruptions [1]

○ ~78% of unexpected interruptions attributed to hardware issues
● 3-23 hours MTBF on older GPUs [2]

● Estimated monthly cost up to few million dollars, depending on job size [3]

Inefficient Checkpointing — Low GPU Utilization [4]

● Checkpointing larger models leads to longer GPU idle times

Challenges with Distributed Training
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Error Recovery Tradeoffs

Model Checkpoints — Implement error recovery in user code

• Requires restarting training jobs & re-running application code
• Involves potentially large overheads of job initialization

Infrastructure Checkpoints — Transparent error recovery at system-level

• Enables checkpointing for all jobs without any user code changes [1]

• Supports transparent job migration with existing cluster schedulers [2, 3, 4]
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Enabling transparent fault-tolerance for training jobs

Transparent Checkpointing of GPU Workloads



Transparent GPU Checkpointing
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CRIU with CUDA Plugin
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Enabling low-cost error recovery in distributed training

Coordinated Checkpointing for Distributed Training



Coordinated Checkpointing
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End-to-end Encryption for Container Checkpoints
Adding support for end-to-end checkpoint encryption

GNU
TLS



Checkpoint Encryption Methods
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End-to-end Checkpoint Encryption
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Built-in Encryption for CRIU Images
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Coordinated Checkpointing Demo
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Checkpointing for Distributed Training

● Fine-tuning LLaMA 3.2-1B on Guanaco dataset

● 2 GPU containers running PyTorch DDP
○ torchrun with 2 nodes, 1 process/node

● NVIDIA GeForce RTX 4090 (24GB)

https://youtu.be/JHkkRajf9QE
https://youtu.be/JHkkRajf9QE
https://youtu.be/JHkkRajf9QE


Evaluation with Training Workloads
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NVIDIA H100 (PCIe 5.0 80GB HBM3)



Evaluation of End-to-End Encryption
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Checkpoint time for compute-intensive workloads
(stress-ng)

Encryption throughput for memory-intensive workloads
(memhog)

Up to two orders of magnitude faster 
checkpoint creation Up to 62% reduced encryption overhead



● Kubernetes Checkpoint/Restore Working Group
○ https://github.com/kubernetes/community/pull/8508

● Enabling Transparent GPU Checkpointing of TrainJobs in Kubeflow Trainer
○ https://github.com/kubeflow/trainer/issues/2777

Next Steps and Future Work
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Summary & Questions

● Transparent Checkpointing of Distributed Training Jobs

● End-to-end Encrypted Container Checkpoints

● Out-of-the-box Integration with Container Platforms

github.com/checkpoint-restore/criu
github.com/nvidia/cuda-checkpoint

github.com/checkpoint-restore/criu-coordinator

https://github.com/checkpoint-restore/criu/tree/criu-dev/plugins
https://github.com/nvidia/cuda-checkpoint
https://github.com/checkpoint-restore/criu-coordinator

