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Virtualisation Technologies
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Native Live Migration
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Pre-copy Live Migration
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Post-copy Live Migration
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Evaluation - Experimental Design

Algorithm Application
* Pre-copy memhog

¢ POSt'CO py 80000

70000
60000
° (%]
£ 50000
* Native S a0
E 30000
20000
10000 I
* Image-Cache/Proxy : o - - -
Pre-copy - Pre-copy - Post-copy - Post-copy - Total-Copy - Cach /I§
Total Time Down Time Total Time Down Time Total Time ache rloxy i
Total Time
100 MB 4679.2 1159.4 974.6 814.26 1086 593
512 MB 134515 31116 982.6 800.4 3110 3210
1024 MB 25021.7 5734.1 985.93 803 5637 6445
m 2048 MB 48704.3 10001.5 990 803.3
m 3096 MB 67416.7 16234.9 1002.46 815.3
Time (ms)

100 MB 512 MB 1024 MB w2048 MB m 3096 MB




Conclusion & Future work

* |dentifying Writable Working Set
* Resource Usage Control During Live Migration
* Delta Compression Based Memory Transfer

* Post-copy Bubbling with Multiple Pivots
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